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Abstract

One of the human attributes is the ability to process language.  Over the last 
few decades, we have learned a lot more about its neurological foundation that 
specific linguistic functions are believed to be supported by various brain’s 
sections in left and right hemispheres. However, studies have shown that language 
comprehension and grammar depend on other areas of the brain outside the 
so-called Broca’s region, which corresponds to Brodmann areas 44 and 45. It has 
been linked to an expanded brain activity including BA44, BA45, and BA47, the 
anterior insula (BA13), the mesial part of the supplementary motor area (the 
lateral expansion of BA6), and the bottom layer of the forebrain. Studies have 
also exposed the brain’s memory systems in language learning, storage, and 
usage, which are called as declarative/procedural memory systems. Further, 
studies have unveiled that these declarative/procedural memory systems can be 
enhanced through interventions. Thus, understanding these issues is advantageous 
for language teachers/instructors to know how the brain works in learning a 
language and its grammar, which is vital to have effective teaching and learning. 
Such understanding may lead teachers to develop their syllabus and materials, 
select strategies and methods, and design various class activities that result in 
effective learning.

Keywords: Broca’s area; Declarative/Procedural Memory; Grammar Processing;  
Language Processing; Neuroscience.

 We all know that nearly all of language 
studies had, predictably, concentrated solely on 
language—how it is acquired or learned and 
what strategies may be used to teach or learn it. 
As a result, only a few SLA research implications 
affected certain teachers’ instructional concepts, 
like the critical time hypothesis. New functions, 
on the other hand, frequently rely on pre-
existing biological systems during evolution 
and development. Whether or not these 

neurological foundations have evolved further, 
this domain is presumably very dependent 
on them because language must finally be 
grounded in biology (Ullman & Lovelette, 
2018). It designates that learning language in 
general and learning grammar, particularly, 
rely heavily on the brain’s work.
 The brain is the device where the 
mind and memory work. It indicates that the 
function of the brain is central in learning 
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grammar which language teachers cannot 
neglect, therefore, teachers should associate 
their pedagogical activities in teaching 
grammar with neuroscience’s work. However, 
this central aspect of learning seems to be 
neglected in teaching and learning grammar. 
In the grammar teaching and learning process, 
teachers merely emphasize the methods and 
strategies that appear have no relation with 
how the brain works. With the negligence of 
this central aspect of learning—how the brain 
works, the result of language teaching and 
learning may not be said satisfying. 
 The part of the brain responsible for 
language, known as the language-relevant 
cortex, consists of Broca’s area located in 
the inferior frontal gyrus (IFG), Wernicke’s 
area situated in the superior temporal gyrus 
(STG), along with certain regions of the middle 
temporal gyrus (MTG), and the inferior parietal 
and angular gyrus located in the parietal lobe 
(Friederici, 2011, p.1358). It is believed that 
learning grammar happened in the Broca’s 
area (BA), i.e., BA44 and BA45 located in 
the left posterior inferior of the front part of 
the cortex. According to brain imaging data, 
the area is drawn in during the processing of 
complex grammatical constructions, whether 
they are a part of a natural or artificial grammar 
(Tettamanti et al., 2002; Musso et al., 2003; 
Friederici et al., 2006a, b). Additionally, an 
artificial structure’s processing of objects that 
have been moved from their initial position 
adheres to the same pattern (Ben-Shachar 
et al., 2003; Santi and Grodzinsky, 2007). A 
recent study has shown, however, that the so-
called Broca’s area, which corresponds to BA44 
and BA45, is not the sole area that influences 
language formation and grammar (Ardila, 
2021). Language production has been linked to 
an expanded brain activity that includes BA44, 
45, and 47 together with the substantia nigra, 
the posterior temporal lobe (BA13), and the 
mesiodistal portion of the ventral tegmental 
region (mesial extension of BA6), according 
to fMRI findings (Ardila et al., 2016; Bernal 
et al., 2015; Li et al., 2020; Tremblay & Dick, 

2016).

Literature Review
Neuroscience and language processing
 Since the initial finding discovered 
language functions are intimately related 
to brain tissue, scientists have indeed been 
fascinated by studying the neurological 
underpinnings of language. They have started 
to use various approaches to demonstrate how 
the brain functions and learning language. 
Research studies, then, employed various 
approaches such as new technologies like 
“electroencephalography (EEG), magnetoen-
cephalography (MEG), and magnetic resonance 
imaging (MRI) with in vivo technique to 
monitor mental activity in the brain (fMRI) 
in addition to gray matter structure and 
white matter fiber tracts” (diffusion-weighted 
MRI),” have resulted in a significant growth 
in brain-based language studies (Friederici, 
2011, p. 1357). However, it is still challenging 
to characterize the neural underpinnings of 
language and speech. 
 Before, it was believed that language 
processing was mainly concentrated in 
specific brain areas of the predominate frontal 
hemispheres. Therefore, comprehension 
functions were controlled by the Wernicke 
area, whilst production processes were handled 
by the Broca area. More widespread systems 
for language processing incorporating brain 
regions, cortex and subcortical have been 
proposed to replace this theory (Adamaszek 
& Kirkby, 2016). The Broca and Wernicke 
areas consequently connect to the symmetrical 
cortex, ipsilateral insula, and subcortical brain 
areas in both hemispheres, suggesting that the 
left inferior frontal and left superior temporal 
cortices are in charge of substantial language 
processing in both sentence production and 
perception (Friederici, et al., 2003; Shapiro & 
Caramazza, 2004).
 Studies have reported that language 
production takes place in the Broca’s area of 
IFG—inferior frontal gyrus, Wernicke’s area 
of STG—superior temporal gyrus and sections
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Figure 1 Anatomical and cytoarchitectonic details of 
the left hemisphere (Friederici, 2011, p. 1359).

of MTG—middle temporal gyrus and the 
inferior parietal and angular gyrus in the 
parietal lobe. Microanatomical subregions can 
be specified inside this macro anatomically 
defined regions, as it shown in Figure 1 
(Frederici, 2011). It appears to be important 
because the larger Broca’s region has repeatedly 
been cited as helping various aspects of 
language production. This Broca’s area is 
cytoarchitectonically divided into Brodman 
area (BA) 44, the par opercularis and BA 
45, and the pars triangularis (Amunts et al., 
1999). Area 45 can be separated into two 
parts based on receptor architecture: a more 
anterior area 45a bordering BA 47 and a more 
posterior area 45p bordering BA 44 (Amunts 
et al., 2010). Additionally, area 44 can be 
divided dorsally (44d) and ventrally (44v) 
using receptorarchitectonics. When taking 
into account the extremely fine neurobiological 
range of effects of this area, different language 
studies have assigned distinct roles to area 45 as 
well as area 44, which are now linked to several 
subdomains inside 45 (45a versus 45p) and 44 
(44d versus 44v) (Frederici, 2011).
 In language processing, there were 
two stream models—the ventral pathway 
and the dorsal pathway. The ventral route has 
been said to enable mapping from sound to 
meaning, on the other hand, the dorsal route, 
which ties the dorsal-most portion of the 
temporal lobe posterior to the frontal lobe 
posterior, supports auditory-motor integration 

(Hickok & Poeppel, 2007). Further, there is 
proof that there are two adjacent neural routes, 
supplementary motor hemisphere receives 
one from the superior temporal gyrus (dorsal 
pathway I) and one from the supplementary 
motor hemisphere to BA 44 (dorsal pathway 
II), with the former enabling sound-to-motor 
mapping, and the latter supporting more 
advanced language features (Frederici, 2011). 
While orienting the system towards the target 
language during early language acquisition, 
this dorsal pathway I subserving auditory-
motor integration is already of key importance 
(Hickok & Poeppel, 2007). The development 
of a dorsal fiber tract (dorsal route II) that 
connects the temporal lobe to Broca’s region in 
the IFG appears to be functionally important 
to higher-level semantic and syntactic language 
functions (Brauer et al., 2011).

Neuroscience and grammar processing
 The study of the rules governing how 
words change their shape and combine with 
other words to produce sentences is commonly 
used to describe grammar as a system of rules 
that governs how words (morphology) and 
sentences (syntax) are formed in a particular 
language (Cambridge Dictionary, Huddleston 
& Pullum, 2002; Oxford Dictionary). Grammar, 
from a concise standpoint, relates to the 
structure of certain language or the connection 
between morphemes and words (morphology 
and syntax) (Ardila, 2021). Grammar is usually 
thought to be the most advanced and complex 
step of linguistic development (Bickerton, 
2007). A universal or “core syntax” or grammar 
has also been suggested as having significant 
structural similarities throughout all human 
languages (Chomsky, 1980).
 Grammar-processing regions are found 
in cortical and subcortical circuits of the brain. 
Developments in imaging technologies and 
neuroscience are expanding our understanding 
of how and where the brain processes the 
various complexities of grammar in human 
language, as evidenced by burgeoning literature 
on the subject (Adamaszek & Kirkby, 2016). 
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The hippocampus and basal ganglia are thought 
to play a role in the cerebral networks that deal 
with different grammatical elements (Booth, 
et al., 2007; Friederici, 2004; Kotz, Schwartze, 
& Schmidt-Kassow, 2009). Recent studies have 
shown that language processing and grammar 
are not solely dependent on Broca’s region, 
which corresponds to Brodmann areas 44 and 
45 in the brain (Ardila, 2021).
 In multiple investigations, it was 
discovered that the lateral anterior temporal 
lobe activated more forcefully when sentences 
containing syntax were compared to lists 
of words without syntax (Humphries et al., 
2006). The formation of phrase structure 
specifically has been thought to be promoted 
by this rise in anterior STG/STS activity, as it 
is evident even when contrasting meaningless 
“pseudoword” categories with meaningless 
pseudoword sentences (i.e., phrases in which 
function words remain in their proper 
structural position but pseudowords substitute 
content words) (Friederici et al., 2000, p. 294; 
Humphries et al., 2006). According to a study, 
syntactic breaches caused more activation in 
the anterior STG than semantic violations 
(Friederici et al., 2003). Additionally, studies 
contrasting genuine word (sentences and 
list of words) with pseudoword (sentences 
and list of words) paradigms discovered no 
major semantic effect in the anterior STG/
STS (Friederici et al., 2000; Humphries et al., 
2006). In conclusion, it appears that the front 
temporal cortex is involved in understanding 
semantic and grammatical information. Its 
principal objective during phrase analysis may 
naturally be multidimensional.
 During language comprehension, the 
posterior temporal lobe has also been discovered 
to be engaged. Sentence-level specific semantic 
information has also been shown to modify 
activation in the posterior STG/STS, primarily 
when the input information deals with the 
processing of the relationship between the 
verb and its arguments, whether it be in 
correct phrases when assessing a sentence’s 
meaning near probability with regard to the 

verb argument link or in incorrect sentences 
when taking into account a sentence’s meaning 
near probability related to the verb argument 
connection (Obleser & Kotz, 2010), or in 
statements when the verb and its arguments 
have a constraint violation (Friederici, et al., 
2003).
 The inferior frontal gyrus (IFG), 
especially Broca’s area, contributes to language 
production and comprehension processes. It 
is also considered to responsible for verbal 
working memory (WM). Some parts of Broca’s 
area are believed to have different functions, 
such as BA 44 supports constructing a syntactic 
framework, BA 44/45 contributes in assigning 
a theme to a role as well as supports the 
computation of syntactic movement, BA 45/47 
maintains semantic processes, and BA 44/45/47 
integrate different aspects in language. BA 44 
is the essential part of the brain for decoding 
syntactic complexity (Friederici, 2011). 
 Broca’s region is clearly implicated 
in WM in particular, and it is believed that 
the processing of syntactically complicated 
sentences necessitates the use of some WM 
resources. Due to the fact that WM interacted 
with moving phrase processing in BA 45 but 
not with other sentence types processing, 
researchers believe Broca’s area’s role in WM 
is exclusive to movement processing. The 
distance between the subject noun and its 
associated verb was used to operationalize 
WM and syntax as the number of recursive 
word vectors (Friederici, 2011). A study 
indicated that the IFS contained the primary 
effect of distance reflecting WM, whereas 
BA 44 had the primary effect of hierarchy 
reflecting syntactic complexity (Makuuchi et 
al., 2009). The findings supported a previous 
study indicating that the amount of noun 
phrase combinations in jumbled sentence 
constructions enhanced BA 44’s activity in 
a parametric way with increasing syntactic 
complexity (Friederici et al., 2006b).
Neuroscience in teaching and learning
 There is much variation in the rate, 
efficiency, and ultimate success of second 
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language (L2) learning. It is crucial to figure 
out what factors cause such wide variation 
among students. Studies have proved that 
high-level cognitive functions like language, 
from a neurophysiological standpoint, 
require synchronized activity inside and 
throughout particular brain regions. 
Mastering the neurological foundation of 
human communication requires research into 
connections between various networks and 
regions of the brain. Studying brain rhythms, 
their topographical features, task- and state-
dependent development, and dynamics is one 
technique to investigate such interactions. 
These neural oscillations are at the core of the 
brain’s coordinated activity and are thought to 
be one of the most important mechanisms for 
learning and neural plasticity (Benchenane et 
al., 2010; Uhlhaas & Singer, 2010). 
 Learning is a process of modifying the 
brain that involves the formation of new neural 
connections and memory regions. It is said to 
be successful when changes in brain activity 
are required for proper information storage 
and retrieval. Furthermore, insights from 
neuroscience study into learning processes are 
critical for designing instructions that consider 
how the brain learns and prepares the brain 
for learning. Educators should examine how 
neuroscientists’ studies on working memory 
and long-term memory might be applied to 
their students’ learning (Kweldju, 2019b). 
In short, it is educational neuroscience that 
focuses on how to apply neuroscience to 
education. Thus, instructions should examine 
the optimum strategy to activate those brain 
regions engaged in various component skills, 
including grammar. 
 Neuroplasticity, on the other hand, is 
the ability of the brain to alter and adapt as 
a result of experience. It develops and forms 
new synaptic connections during life. Plasticity 
occurs throughout life and includes cells other 
than neurons in the brain, such as glial and 
vascular cells. Learning, experience, and 
memory creation can all lead to it. According 
to this theory, all people can learn conscious 

and unconscious cognitive, social, and physical 
abilities throughout their lives, which is the 
primary brain underpinning for lifelong 
learning (Kweldju, 2019b). The capacity to 
learn conscious and unconscious cognitive 
relates to the two systems of memory in the 
brain—declarative and procedural memory 
systems.

Declarative and procedural memory systems 
for learning grammar
 The declarative/procedural (DP) 
paradigm proposes that language learning, 
storage, and usage are all dependent on two 
kinds of brain memory systems—declarative 
and procedural memories. The model of 
DP memory offers conceptual context for 
determining which approaches should be 
applied to learning a language and under 
what conditions. It advocates that learning 
language generates two aspects in the brain 
learning and memory systems. To increase 
language learning, particularly second 
language acquisition (SLA), the DP models 
provide strong hypothesized justifications for 
doing so, as well as precise recommendations 
for when and how to do so (Ullman & Lovelett, 
2018). 
 The declarative memory system is 
the brain’s system responsible for explicit 
knowledge, which can be brought to conscious 
awareness. The hippocampus and other 
components of the medial temporal lobe 
provide the foundation of this system. Any 
explicit knowledge was presumably obtained 
through this memory system because 
declarative memory appears to be the only 
long-term memory system that supports 
it. Even with a single exposure of stimuli, 
information in declarative memory can be 
learned quickly, while subsequent exposures—
repetition, enhance memories. Declarative 
memory learning capacities in second language 
acquisition grow during childhood, reach their 
peak in adolescence and early adulthood, and 
then decline. As a result, an older child or 
young adult is more likely to succeed in this 
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system than a young child (Ullman & Lovelett, 
2018).
 The brain’s procedural memory 
system is in charge of processing implicit 
learning for cognitive and perceptual motor 
abilities like mapping, sequencing, constraints, 
and categorizations. The prefrontal (pre) 
sensorimotor regions may be more important 
for thinking processes after they have been 
automated, whereas the ganglion cells are 
essential for learning and remembering new 
skills. Although learning in this system takes 
longer than learning in declarative memory 
because it happens gradually, what is eventually 
learnt seems to be processed more rapidly 
and naturally than information stored in 
declarative memory. Early in infancy, learning 
and consolidation of procedural memory 
appear to be active, unlike declarative memory; 
however, it may become somewhat reduced 
over childhood and adolescence (Ullman, 
2005; Ullman & Lovelett, 2018).
 Declarative memory learns quickly, 
therefore, rule-governed grammar’s constituent 
parts should be absorbed first in the system. 
Due to its adaptability, declarative memory 
should learn both non-idiosyncratic 
(grammatical) and idiosyncratic (linguistic) 
constituent parts of language. Nonetheless, 
because procedural memory is well suited 
for learning implicit knowledge about rules, 
sequences, and categories, it should gradually 
absorb grammatical knowledge as well.
 Grammar is believed to be learned and 
stored in declarative and procedural memory 
in different ways; for example, fragments or 
explicit rules in the first case, and fast and 
automatic application of implicit rules in the 
second. As an illustration, a learner might 
initially memorize pieces of complicated shapes 
like walked or the cat while concurrently 
learning the fundamental compositional 
rules in procedural memory. After acquiring 
sufficient language proficiency, procedural 
memory-based grammatical processing ought 
to have a tendency to take precedence over 
comparable declarative information, leading 

to an increase in grammatical automated 
processes. This knowledge leads to the 
assumption that L2 learners with stronger 
procedural memory establish and process 
their grammar to a greater extent, leading 
to improved grammatical abilities, because 
procedural memory appears to be weakened 
rather than extinct in older learners, including 
adults. However, a greater dependence on 
procedural memory may result from the 
absence of explicitly teaching in immersion 
contexts and implicit SLA learning models 
(Ullman & Lovelett, 2018).

Developing learning and memory
 Research on memory has found a 
number of strategies, such as approaches 
that can help one or both systems work 
better. Based on the current DP model, such 
treatments should improve language learning, 
storage, and usage. Some of these treatments 
are rather intrusive and directly address the 
underlying brain systems such as medications. 
However, the attempts will concentrate on 
non-invasive methods that are more easily 
adaptable to second language learning and 
education (Ullman & Lovelett, 2018).
 There are two broad types of non-
invasive interferences—item level approaches 
and learner level approaches. Item level 
approaches are interventions/attempts to 
enhance learning and memory through 
specific items or skills applying to particular 
learners, whereas learner level approaches 
are interventions/attempts/approaches that 
focus on individual learners. In the item level 
approaches, five categories may be proposed—
spaced repetition (the spacing effect), retrieval 
practice (the testing effect), deep encoding 
(levels of processing), gesture-based learning, 
and mnemonic strategies (Ullman & Lovelett, 
2018). 
 Spaced repetition involves examining 
information at progressively greater intervals 
over time. By separating the study sessions, it 
strengthens the memory and enhance long-
term retention. It is also known as distributed 
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practice or the spacing effect; that is, providing 
sequential spaces between recurrent exposures 
to the same item (Cepeda et al., 2006). The 
distributed practice effect refers to how the 
time intervals between study sessions, known 
as “interstudy intervals (ISI)”, affect learning 
outcomes on subsequent tests. In spacing 
studies, there are typically two study sessions 
separated by an ISI, with a fixed retention 
interval between the final study session and 
a later test. Performance is compared across 
different durations of ISI. Even in studies with 
more than two study sessions, the retention 
interval still represents the time gap between 
the last study session and the final test (Cepeda 
et al., 2006, p. 354). Some activities reflecting 
space repetitions are: 1) Flashcards i.e., 
preparing a collection of cards with questions 
or essential concepts on one side and their 
corresponding answers or explanations on the 
other side. Consistently review the flashcards, 
placing emphasis on more frequent review 
for the cards that pose greater difficulty; 2) 
Incremental reading, i.e., breaking down larger 
texts/topics into the smaller ones. Reading 
and understanding one section at a time, 
followed by scheduled intervals of review. 
This method strengthens the grasp of the 
material and enhances long-term retention; 3) 
Study schedules i.e., creating study schedules 
that incorporate regular review sessions for 
previously learned material. For example, 
allocate specific time slots each week to revisit 
and review concepts from previous chapters 
or units. This approach helps reinforce the 
material and aids in long-term retention; 4) 
Practice quizzes by consistently evaluate the 
knowledge through practice assessments and 
self-evaluations. Distribute these tests over 
time to reinforce the material and identify areas 
that require further review. These activities 
strengthen the memory and enhance long-
term retention (Bjork, 1994; Cepeda et al., 
2006; Karpicke & Roediger, 2008; Roediger, 
& Butler, 2011). 
 Retrieval practice, also known as 
the testing effect, involves recalling learned 

information from memory rather than simply 
reviewing or restudying it (Roediger and 
Butler, 2011).  Retrieval practice is frequently 
successful even in the absence of feedback, 
but the presence of feedback amplifies the 
advantages of testing. Moreover, retrieval 
practice facilitates the acquisition of knowledge 
that can be flexibly recalled and applied in 
various contexts. Some examples of retrieval 
practice activities are: 1) Flashcards to quiz on 
the key facts/points, concepts, or vocabulary; 
practice test to engage in test-taking activities 
or create informal tests that closely resemble 
the conditions of the actual evaluation; 2) 
Free recall, an exercise to memorize or recall 
as much information as possible about a 
specific topic or subject without using any 
study materials by writing down or reciting 
aloud everything can be remembered; 3) 
Concept mapping by creating concept maps 
or diagrams that illustrate the relationships 
between different ideas or concepts to actively 
recall and organize information from memory 
to construct the map; 4) Fill in the blanks by 
taking study materials or textbook passages 
and remove key words or phrases, and then, 
fill in the blanks with the missing information 
from memory (Agarwal et al., 2012; Karpicke 
& Roediger, 2008; Roediger, & Butler, 2011).
 Deep encoding refers to an active and 
meaningful cognitive process that enhances 
understanding, comprehension, and long-term 
memory retention. According to Craik and 
Lockhart (1972, p. 675) the concept of sequential 
or hierarchical processing stages is commonly 
known as “depth of processing,” where greater 
“depth” indicates a higher level of semantic 
or cognitive analysis. During deep encoding, 
individuals concentrate on the significance 
and relevance of the information, establishing 
connections with their existing knowledge 
and personal experiences. The activities that 
promote deep encoding include: 1) Elaboration 
that involves establishing connections between 
newly acquired information and existing 
knowledge or personal experiences. By 
making associations and drawing upon prior 



ELLITE Journal of English Language,
Literature, and Teaching Volume 08, No. 1, May 2023

 68

understanding, one can deepen comprehension 
and improve retention. This can be achieved 
through various means such as creating 
analogies, visualizing information through 
diagrams, or explaining concepts using one’s 
own words; 2) Semantic processing is another 
form of deep encoding. It involves directing 
attention to the meaning of information 
rather than its superficial characteristics. 
It entails reflecting on the significance and 
implications of the material and striving to 
comprehend the underlying concepts and 
their interconnections; 3) visualization 
includes visualizing the knowledge being 
taught. Imagining the topic’s details, spatial 
linkages, and interactions improves recall and 
comprehension; 4) Self-explanation involves 
verbally articulating the material to oneself, 
as if teaching someone else. By expressing 
the steps, reasons, and connections involved, 
individuals actively engage with the content, 
leading to a deeper understanding of the 
material; 5) Relational learning involves actively 
seeking connections between newly acquired 
information and pre-existing knowledge. It 
entails identifying similarities, differences, 
and relationships between concepts. This 
approach promotes a more comprehensive 
and integrated understanding of the subject 
matter. These deep encoding activities are 
cognitive processes characterized by active 
and meaningful engagement that boosts 
understanding, comprehension, and the long-
term retention of information (Bjork, 1999; 
Craik, & Lockhart, 1972; Roediger, & Karpicke, 
2006). 
 Gesture-based learning, also referred 
to as the enactment effect, involves using 
contextually appropriate gestures alongside 
word learning (Ullman & Lovelett, 2018). This 
approach enhances the learning process by 
incorporating physical movements that align 
with the meaning and context of the words being 
taught (Macedonia, 2014). Some examples 
of the activities of gesture-based learning 
are: 1) Role-play involves participating in 
interactive activities where gestures are utilized 

to communicate and convey meaning. This can 
encompass enacting scenarios or dialogues 
that necessitate physical gestures to augment 
comprehension; 2) Gesture mimicry entails 
observing and imitating gestures demonstrated 
by others. This activity facilitates the learning 
and comprehension of new concepts or 
instructions through the process of imitation; 
3) Incorporate gesture-based instructions by 
utilizing hand movements or body gestures to 
communicate directions or instructions during 
learning activities. This approach involves 
using gestures to guide others in performing 
specific tasks or actions; 4) Enhance vocabulary 
learning through gestures by incorporating 
physical movements when acquiring new 
words or phrases in a foreign language. Match 
specific gestures to corresponding words or 
phrases to aid memory and facilitate recall; 
and 5) Gesture-based storytelling enriches 
the narrative experience and promotes 
comprehension. The activities of gesture-based 
storytelling utilize hand movements, facial 
expressions, and body gestures to effectively 
convey emotions, actions, and events within 
the story. The applications of gesture-based 
learning activities have benefits and enhance 
understanding and communication (Alibali & 
Nathan, 2012; Goldin-Meadow, 2003; Özyürek, 
2014). 
 Mnemonic strategies, such as the 
method of loci or memory palace technique, 
involve mentally associating the information 
to be learned with imageable locations. By 
mentally mapping the material onto specific 
places, this technique enhances memory 
retention and recall (Lea, 1975; Ullman & 
Lovelett, 2018). Some examples of mnemonic 
strategies include: 1) Acronyms involve 
creating memorable words or phrases by using 
the initial letters of words in a list or sequence. 
This mnemonic strategy aids in remembering 
information in a specific order by associating 
it with a concise and memorable acronym; 
2) Visualization entails creating vibrant and 
imaginative mental images that are associated 
with the information aiming to remember. By 
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generating vivid mental pictures, it enhances 
memory recall by establishing strong visual 
connections to the content; 3) The method 
of loci utilizes spatial memory by mentally 
associating specific items or concepts with 
various rooms or locations in a familiar place, 
such as a house. This technique establishes a 
visual and spatial framework, facilitating recall 
and organization of information; 4) Chunking 
involves dividing larger pieces of information 
into smaller, manageable chunks. By grouping 
related information together, this mnemonic 
strategy enhances memory retention and 
makes it easier to remember and recall the 
content; 5) Rhymes and songs: Develop 
rhymes, chants, or songs that incorporate the 
desired information for better memorization. 
The rhythmic patterns and melodies of these 
rhymes or songs contribute to improved 
memory retention (Dunlosky et al., 2013; 
Roediger, & Butler, 2011; Smith & Vela, 2001).
 All the five approaches seem to support 
declarative memory, while spacing may also 
help the procedural memory. The learner 
level approaches seem less popular, but they 
include sleep which is believed to improve 
declarative and/or procedural memory, aerobic 
exercise, which is related to adding the volume 
of the hippocampus and aspects of declarative 
memory, diet, which is believed to improve 
declarative memory, and mindfulness which 
seems beneficial for declarative memory 
but inhibits procedural memory (Ullman & 
Lovelett, 2018).

Discussion
 Based on neuroscience research 
findings, it is clear that teachers are suggested 
to know about neuroscience for the basis 
of their teaching and learning practices. As 
Kweldju (2019b) states, teachers must have 
a basic understanding of neuroscience to 
affect their students’ behavior, and parents 
must be aware of it as well. If teachers want 
to make the classroom a better place for 
their students, they must first understand 
what is going on inside their students’ heads 

(Kelly, 2017). Although there is little known 
from neurological evidence, Kweldju (2019b) 
affirmes, certain discoveries from brain studies 
tell teachers what they already know from 
training, experience, and intuitions. Bloom’s 
taxonomy of cognitive domains, which 
includes remembering, comprehending, 
applying, analyzing, evaluating, and creating 
and was devised without any consideration of 
neurobiology, has since been revealed to be 
remarkably parallel with neuroscience results. 
The neocortex’s frontal lobes are essential 
for higher-order thinking capabilities, and 
they become more active when confronted 
with conflicting situations. Every different 
functional unit of the brain is also directly 
related to the frontal lobe. It helps with 
attention management, working memory 
storage, and temporal integration. Currently, 
cognitive neuroscience can illustrate how the 
brain architecture of more creative and less 
creative people differ. Creative people, Jung et 
al. (2010) asserts, have thicker cortical layers in 
the right posterior cingulate and right angular 
gyrus and more frontal activity on both sides. 
Non-creative people’s cortical thickness, on the 
other hand, is located in the lingual gyrus and 
left the lateral orbitofrontal area.
 Since neuroscience research findings 
also uncovered the temporal lobe and inferior 
temporal gyrus’ role in learning language 
grammar, teachers need to understand these 
issues. They need to know, for example, that the 
lateral anterior temporal lobe functions more 
extensively when learning sentences compare to 
learning word lists.  It is clear when contrasting 
meaningless list of pseudowords with 
meaningless pseudoword sentences (sentences 
in which function words remain in their 
correct syntactic locations but pseudowords 
replace content words) that this increase in 
activation in the anterior STG/STS has been 
interpreted to enhance the development of 
phrase structure in particular (Friederici et 
al., 2000; Humphries et al., 2006).  The inferior 
frontal gyrus (IFG), especially Broca’s area, is 
believed to contribute to language production 
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and comprehension processes—syntactic 
structure building, thematic role assignment, 
computation of syntactic movement, semantic 
processes, and many different aspects of 
language. Broca’s region is clearly implicated 
in WM in particular, and it is believed that 
the processing of syntactically complicated 
sentences necessitates the use of some WM 
resources (Friederici, 2011).    
 It is also crucial for teachers to 
understand how the brain’s memory works 
in learning grammar since language learning, 
storage, and usage are all dependent on these 
two brain memory systems. Understanding 
this point of issue will help teachers develop 
the syllabus and materials, selecting the 
strategies and methods, designing the activities 
for the teaching-learning process of their 
grammar classes. They have to understand that 
memory system take two forms—declarative 
and procedural memory systems. Declarative 
memory, which takes place in the hippocampus 
hemisphere, is responsible for the explicit 
knowledge relating to conscious awareness. In 
contrast, procedural memory, which occurs in 
the basal ganglia, handles implicit learning and 
processing of perceptual-motor and cognitive 
skills such as navigation, sequencing, rules, and 
categories (Ullman & Lovelett, 2018). Thus, by 
understanding the procedure of the memory 
systems, teachers may have the awareness to 
sequences their teaching practices based on the 
theories of how the brain works. By respecting 
these theories, teaching and learning grammar 
can be more meaningful and can get optimal 
results.
 Understanding the development 
or enhancement of declarative/procedural 
memory (DP) systems cannot be neglected 
by the teachers responsible for enhancing 
students’ understanding of grammar 
materials in language classes. Having a good 
understanding of the interventions that can be 
made to enhance students’ cognitive capacity 
is a crucial aspect of teaching. Teachers should 
know that the enhancement can be done in 
two categories—item-level and individual-

level approaches. Item level approaches 
comprise five aspects of enhancement, i.e., 
spaced repetition (the spacing effect), retrieval 
practice (the testing effect), deep encoding 
(levels of processing), gesture-based learning, 
and mnemonic strategies (Ullman & Lovelett, 
2018). Based on the theories, to promote 
students’ good understanding of the material 
and to lead effective teaching and learning, it 
is not true that teaching and learning grammar 
must heavily fall on the fun ways only, but it 
must be challenging as well.

Conclusion 
  Neuroscience research findings have 
contributed significantly to the process of 
learning language by opening a new perspective 
of how the brain works for language processing 
which directly influences the older paradigm 
of teaching and learning a language which was 
formerly based on SLA and language research 
findings solely without paying attention to 
the role of the brain in language processing. 
This new perspective is crucial for language 
teaching and learning by giving an insightful 
understanding of the brain and its hemispheres, 
which work with language processing, leading 
teachers to be aware of the role of the brain in 
learning.
 The findings of the grammar processing 
in some hemispheres of the brain give fruitful 
insight for teachers and contribute to the 
advancement of the brain, especially the 
memory system responsible for language 
learning, storage, and usage.  It suggests that 
the language processing in the brain may 
lead teachers to design syllabus and material, 
select strategies and methods, and design 
various activities that may respect fun activities 
and challenging ones. Thus, future research 
may concentrate on practices that enhance 
declarative and procedural memory systems 
by bringing interventions either in the item 
level approaches or individual level approaches 
and intervention practices to enhance effective 
grammar learning.  
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